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This study assesses the impact of urban land use on the climatological distribution
of thunderstorm initiation occurrences in the humid subtropical region of the southeast
United States, which includes the Atlanta, Georgia metropolitan area. Initially, an automated
technique is developed to extract the locations of isolated convective initiation (ICI) events
from 17 years (1997–2013) of composite reflectivity radar data for the study area. Nearly
26 000 ICI points were detected during 85 warm-season months, providing the foundation
for first long-term, systematic assessment of the influence of urban land use on thunderstorm
development. Results reveal that ICI events occur more often over the urban area compared
to its surrounding rural counterparts, confirming that anthropogenic-induced changes
in land cover in moist tropical environments lead to more initiation events, resulting
thunderstorms and affiliated hazards over the developed area. The ICI risk for Atlanta is
greatest during the late afternoon and early evening in July and August in synoptically benign
conditions. Greater ICI counts downwind of Atlanta suggest that prevailing wind direction
also influences the location of these events. Moreover, ICI occurrences over the city were
significantly higher on weekdays compared to weekend days – a result that was not apparent
in a rural control region located west of the city. This suggests that the weekly commuting
cycle and associated aerosol levels of Atlanta may amplify ICI rates. The investigation
provides a methodological framework for future studies that examine the effect of land use,
land cover, and terrain discontinuities on the spatio-temporal character of ICI events.
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1. Introduction

As urban, suburban and exurban growth continues in the United
States (Nowak and Walton, 2005; Theobald, 2005), it will become
increasingly likely that weather hazards will impact human
interests due to the so-called ‘expanding bull’s eye effect’ (Ashley
et al, 2014). Compounding this issue, the atmospheric effects
caused by developed land use include an increased probability
of thunderstorm activity over and around a city (e.g. Dixon and
Mote, 2003; Shepherd, 2005; Mote et al, 2007; Bentley et al, 2010;
Paulikas and Ashley, 2011; Ashley et al, 2012; Coquillat et al, 2012;
Ganeshan et al, 2013; Stallins et al, 2013). The combination of
these factors results in areas of enhanced exposure in urban areas
to thunderstorm hazards.

To quantify potential regions of enhanced exposure and to
assess how urban landscapes modify thunderstorm formation, we
pose the question: ‘Do areas near Atlanta experience more isolated
convective initiation (ICI) events than rural counterparts?’ This is an
important question to address because a regional understanding

of ICI occurrence distribution could alert residents of particular
locations in and around an urban area of elevated risk to life
and property (Stallins, 2002; Stewart et al, 2004; Shepherd et al,
2011). Further, because a developing thunderstorm may produce
hazardous weather with little to no lead time, discovering the
spatial patterns of increased ICI activity could lead to greater
awareness for local forecasters and the general public. Uncovering
these spatial patterns would also advance our understanding
of the climatological impacts caused by land use/land cover
change associated with urban areas – a research direction that has
been labelled as integral to understanding anthropogenic climate
change (Shepherd, 2005; Mahmood et al, 2010, 2014; Georgescu
et al, 2014). Our study utilizes an automated technique to extract
the locations of ICI events from radar images over the course of 85
warm-season months. We focus on Atlanta for this study because
previous work has reported augmentation of convective activity
over and around the city and it is in a region that experiences few
instances of synoptic-scale forcing for ascent during the warm
season (Ashley et al, 2012). This approach allows us to perform
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a geostatistical analysis using an unprecedented sample size of
ICI events, while also creating an experimental framework that
permits a comparison of ICI activity around Atlanta to a rural
control region (Lowry, 1998; Ashley et al, 2012). Here, we present
the first objective, long-term climatology of land-use induced ICI
events for Atlanta and the surrounding region.

2. Background

Studies such as METROMEX (Huff and Changnon, 1973) and
more contemporary undertakings (e.g. Shepherd et al, 2002;
Shepherd and Burian, 2003; Burian and Shepherd, 2005; Mote
et al, 2007; Hand and Shepherd, 2009; Niyogi et al, 2011; Ashley
et al, 2012; Ganeshan et al, 2013) have found evidence that urban
areas modify regional precipitation climatology and produce
climatological precipitation maxima within and downwind of
the city. These maxima are thought to be the result of a
combination of factors related to the diurnal impact of developed
land on the atmosphere. Specifically, localized areas of enhanced
instability and convergence induced by the urban heat island
(UHI) and increased surface roughness associated with heavily
developed land promote atmospheric conditions more favourable
for precipitation development (Oke, 1973; Baik et al, 2001;
Shepherd, 2005). These effects are similar to those induced by
natural land-cover discontinuities such as soil moisture and
vegetation boundaries (Taylor et al, 2007, 2010; Garcia-Carreras
et al, 2010; Garcia-Carreras and Parker, 2011). The location
of these enhanced rainfall swaths relative to urban areas have
been linked to the prevailing wind direction in the mid-levels
of the atmosphere (Rose et al, 2008; Hand and Shepherd, 2009;
Ganeshan et al, 2013). Further, synoptically benign days (Mote
et al, 2007) and days with conditional instability (Bentley et al,
2012) maximize the likelihood of urban effects on precipitation
(Kalkstein et al, 1996; Sheridan et al, 2000; Sheridan, 2002; Mote
et al, 2007; Ashley et al, 2012; Bentley et al, 2012). Urban aerosols
are also thought to enhance urban-induced precipitation (Bell
et al, 2008; Lacke et al, 2009; Coquillat et al, 2012; Stallins
et al, 2013), but there is evidence that they may suppress rainfall
amounts (Rosenfeld, 2000; Kaufmann et al, 2007; Koren et al,
2008; Diem, 2013) or produce mixed effects such as contributing
to greater longevity of a precipitating cloud while having no effect
on its initiation (van den Heever and Cotton, 2007).

Although many urban precipitation studies have used rain-
gauge data (Blumenfeld, 2008; Hand and Shepherd, 2009),
remotely sensed, quality-controlled products may be a better tool
to characterize the short- to long-term effects of developed areas
on regional hydroclimatology (Dixon and Mote, 2003; Ashley
et al, 2012; Bentley et al, 2012). Recent studies on urban rainfall
anomalies have used satellite precipitation estimates (Rosenfeld,
2000; Shepherd et al, 2002; Hand and Shepherd, 2009), lightning
data (Bentley and Stallins, 2005; Stallins et al, 2005; Altaratz et al,
2010; Gauthier et al, 2010; Lang and Rutledge, 2011; Coquillat
et al, 2012), and ground-based radar data (Dixon and Mote, 2003;
Mote et al, 2007; Ashley et al, 2012; Bentley et al, 2012; Ganeshan
et al, 2013). These studies have emphasized that thunderstorm
activity should be more sensitive to urban effects and, as a result,
some focus has shifted to creating thunderstorm occurrence
climatologies instead of rain-gauge climatologies (Bentley and
Stallins, 2005; Stallins et al, 2005; Ashley et al, 2012; Bentley et al,
2012). Radar data are ideal for these types of analyses as they
have fine temporal and spatial resolution, are widely available,
have a long and nearly continuous period of record, and allow
opportunities for specific analyses that cannot be performed using
other platforms (Parker and Knievel, 2005; Matyas, 2010).

Whereas lightning and thunderstorm occurrence climatologies
have received much attention in the literature, convective
initiation occurrence climatologies have not. This may be
because researchers have more confidence in manual rather than
automated approaches, which makes comprehensive, long-term,
convective initiation climatologies unfeasible (Lakshmanan et al,

2009). Despite this, a wide variety of storm identification tracking
algorithms exist and are used for climatological applications.
These methods include SCIT (Johnson et al, 1998), TREC
(Rinehart and Garvey, 1978), TITAN (Dixon and Wiener, 1993),
w2segmotion (Lakshmanan et al, 2003, 2009; Lakshmanan and
Smith, 2009, 2010), time-domain spatial grid objects (TDOs:
Davis et al, 2006), and various types of upgraded approaches (e.g.
ETITAN: Han et al, 2009). TDOs, which we employ as the basic
metric in this study, are the two- or three-dimensional extent
of a contiguous precipitation cluster through time (e.g. Sellars
et al, 2013). They can be described as an object whose horizontal
extent is based on the area of a precipitation cluster at any given
time (e.g. derived from single radar scans), and whose vertical
extent is based on how long the cluster lasts (e.g. derived from
multiple overlaid scans). Recent studies have demonstrated the
utility of TDOs in a range of applications and that they can
inherently remove some noise in radar data (Clark et al, 2012,
2014; Lakshmanan and Kain, 2012; Kain et al, 2013; Lakshmanan
et al, 2013; Burghardt et al, 2014).

Another issue facing researchers is the wide range of convective
initiation definitions in the literature (Table 1). Many of
these definitions are developed and applied by those manually
recording convective initiation events. As a result, the rules
employed by these studies are geared towards human-researcher
capabilities (Wilson and Schreiber, 1986; Wilson and Mueller,
1993; Medlin and Croft, 1998; Dixon and Mote, 2003; Roberts
and Rutledge, 2003; Mecikalski and Bedka, 2006; Frye and
Mote, 2010; Weckwerth et al, 2011). More recent research has
implemented objective approaches such as using existing storm-
tracking algorithms to detect convective initiation occurrences
automatically (Lima and Wilson, 2008; Davini et al, 2011; Duda
and Gallus, 2013; Kain et al, 2013; Burghardt et al, 2014; Clark
et al, 2014; Fabry and Cazenave, 2014; Lock and Houston,
2014). The definitions used for convective initiation in these
studies were typically related to how the researchers intended
to use the resulting data. For example, Kain et al (2013) and
Burghardt et al (2014) used convective initiation occurrence data
to test the spatio-temporal accuracy of numerical model solutions,
and Lock and Houston (2014) required events to be separated
by 100 km to eliminate double counting of meteorological
parameters associated with affected grid cells.

3. Data and methodology

The purpose of this study is to assess the impact of urbanisation
on ICI. Although ICI events have not been climatologically
characterized around Atlanta, case-studies and model simulations
(Dixon and Mote, 2003; Shepherd, 2005) led us to hypothesize
that ICI events occurred more often over and near the city.
Further, we wanted to ascertain if potential differences between
urban and rural ICI counts always exist or if a particular time
period is favoured. To simulate the spatial distribution of ICI in
the absence of Atlanta, the tests were repeated for a rural control
area in proximity to the city. Studies have reported that regions
climatologically downwind from an urban area experience more
rainfall on average (Rose et al, 2008; Hand and Shepherd, 2009);
therefore, we also assessed the impact of prevailing winds on ICI
distribution.

3.1. Study region description

The study region primarily consists of the northern half of
Georgia and extreme northeast Alabama (Figure 1). Elevation in
this region is at a minimum of 200 m in west-central Georgia
and a maximum of 1471 m in the Appalachian Mountains in
extreme northeast Georgia. The natural land cover is dominated
by deciduous trees with pockets of evergreen forests that become
more widespread in the southern portion of the study area. The
region also has widespread agricultural land use, including hay
fields and/or pastures. The study region provides stark contrasts
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Table 1. A selection of radar-based convective initiation definitions employed in the literature.

Study Rate threshold Distance threshold Temporal
threshold

Comments

Wilson and Schreiber (1986) ≥ 30 dBZ Cannot be attached to existing
convection

None Reflectivity at 1 km above ground level

Wilson and Mueller (1993) ≥ 30 dBZ Cannot be attached to existing
convection

None –

Medlin and Croft (1998) ≥ 29 dBZ Must be the first initiation of day None No cloud cover or remnant convection could
be present

Outlaw and Murphy (2000) ≥ 30 dBZ 231 km 2 h If dBZ was <30, grid cell must be covered at
least 20%

Dixon and Mote (2003) None Must not occur when convection is
ongoing in area

None Manual selection

Roberts and Rutledge (2003) ≥ 35 dBZ None None –
Mecikalski and Bedka (2006) ≥ 35 dBZ None None Uses a cloud mask
Lima and Wilson (2008) > 35 dBZ None None TITAN
Frye and Mote (2010) ≥ 35 dBZ Must be isolated None Manual selection
Davini et al (2011) ≥ 40 dBZ None None Storm tracking resembles SCIT
Weckwerth et al (2011) ≥ 28 dBZ Cannot be attached to existing

convection
15 min Manual selection

Duda and Gallus (2013) ≥ 3 mm h−1 None None Stage IV first hour ≥3 mm was observed
Kain et al (2013) ≥ 35 dBZ 40 km 30 min At −10◦ C, National Mosaic and Quantitative

Precipitation Estimation (NMQ)
Burghardt et al (2014) ≥ 35 dBZ 13 km 30 min At −10◦ C, National Mosaic and Quantitative

Precipitation Estimation (NMQ)
Clark et al (2014) ≥ 2.54 and ≥6.35 mm h−1 8, 16 and 32 km 30 min Stage IV
Fabry and Cazenave (2014) ≥ 40 dBZ 30 km None No convection within 30 km of new echo in last

30 min
Lock and Houston (2014) None 100 km 30 min –

Figure 1. Study area with urban (darker squares) and rural (lighter squares) 8 km
grids associated with Atlanta (right) and the control region (left). Overlaid are
state boundaries and major regional highways.

between developed land use and natural/agricultural land
cover/land use that are ideal for addressing the research question
posed by this investigation. The region experiences 340–900 mm
of rainfall (PRISM Climate Group, 2004) each year from May to
September, with a maximum near the Appalachian Mountains.

3.2. Data

Four datasets were used to explore the effects of urban land use on
ICI during the months of May–September from 1997 to 2013: the
Spatial Synoptic Classification database, the 2006 National Land
Cover Database (NLCD), NOAA archived soundings for KFFC
(Peachtree City, WMO 72215), and NOWradTM composite radar
data. Daily spatial synoptic classification (SSC: Sheridan, 2002)
data were acquired for the Atlanta, Georgia station (ATL) for

May–September for each year in the study period (1997–2013).
We only considered a subset of days in this period that were
classified as moist tropical (MT), or labelled specifically as ‘MT’,
’MT+’, or ‘MT++’ by the SSC (Mote et al, 2007; Ashley et al, 2012;
Bentley et al, 2012). These types of day experience conditional
instability, exhibit a marked urban/rural temperature difference,
and have been used by previous studies to control for synoptic
forcing (Kalkstein et al, 1996; Sheridan et al, 2000; Sheridan, 2002;
Mote et al, 2007; Ashley et al, 2012; Bentley et al, 2012). We then
processed sequences of 5 min NOWradTM national composite
reflectivity data (Parker and Knievel, 2005) with timestamps that
correspond to an MT day to extract ICI events in the study region
that occurred during synoptically benign conditions (this process
is outlined in the next section). A 40 km circular buffer, centred
on the centroid of the NLCD-derived boundary of Atlanta,
was used to delineate the spatial extent of the developed land
use (similar to Ashley et al, 2012). This area was bounded by
another buffer extending outward an additional 40 km to capture
regions of sparsely developed land around the city for purposes
of comparing event counts between the two regions. Two equally
sized and similarly oriented buffers (i.e. a 40 km buffer within an
80 km buffer) were then placed approximately 150 km west of
Atlanta to serve as the rural control region for the study (Figure 1),
which is similar to the control method employed by Ashley et al
(2012). We used the simplified delineation of Atlanta because
there were no changes to our results and conclusions when we
employed the more intricate approaches such as buffering areas
within 5 km of major highways (Dixon and Mote, 2003), or
using an NLCD-derived boundary around Atlanta’s developed
land use (Ashley et al, 2012). Finally, to assess the effect of
prevailing wind on ICI location relative to the urban area, 700
hPa wind observations at KFFC (approximately 50 km southwest
of downtown Atlanta) were associated with each qualifying event.

3.3. Land-use/land-cover induced isolated convective initiation
detection algorithm

3.3.1. Algorithm design

Our automated method of detecting urban-induced ICI is, in
part, based on the approach presented by Dixon and Mote
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(2003). Initially, our goal was to develop a technique that would
allow us to feasibly search sequences of radar images for ICI
events during ‘convectively complicated’ situations that were
not considered for the analysis completed by Dixon and Mote
(2003). To achieve this objective, however, development of a
more intricate method of detecting ICI events was necessary to
handle complex convective scenarios and other issues associated
with automated processing of radar data.

For our period of record, bloom, biological echoes and other
sources of noise apparent in radar data can impact long-term
aggregations of events (Parker and Knievel, 2005; Lakshmanan
et al, 2013). Use of a reflectivity threshold can eliminate some
erroneous echoes from the data (e.g. 40 dBZ: Parker and Knievel,
2005). To remove further noise in radar images, recent work
has employed an object-based approach when accumulating data
over a long period. Specifically, TDOs have been illustrated by
Lakshmanan et al (2013) as an effective method to reduce noise
in radar-derived climatologies.

Less obvious forcing mechanisms, such as outflow boundaries
emanating from existing cells, can also impact the spatial analysis
of ICI. Studies have addressed this issue by disqualifying any
convective initiation event if it is within a particular distance of
convectively active pixels (Wilson and Schreiber, 1986; Wilson
and Mueller, 1993; Frye and Mote, 2010; Weckwerth et al, 2011;
Kain et al, 2013; Burghardt et al, 2014; Clark et al, 2014; Fabry
and Cazenave, 2014; Lock and Houston, 2014). Although some of
these studies used qualitative rules to qualify or disqualify convec-
tive initiation events (i.e. ‘cannot be attached to’, ‘must be isolated’),
the assessment of large amounts of data makes manual exami-
nation rules unfeasible. Instead, recent work has utilized strict
exclusion distance thresholds to allow the process to be automated
and transparent (Kain et al, 2013; Burghardt et al, 2014; Clark
et al, 2014; Fabry and Cazenave, 2014; Lock and Houston, 2014).

To develop an effectual definition of ICI, we first compiled
test periods in which different storm modes and evolution were
apparent in the radar data. Specifically, days with few isolated cells,
merging and splitting cells, mesoscale convective systems, and
even tropical system passages were chosen to qualitatively assess
the robustness of our procedure. We tested three variables during
this analysis: the reflectivity threshold, the exclusion buffer size,
and the longevity requirement of the developing cell. Although
our desired outcomes were subjective, we assessed the behaviour
of each threshold tested by viewing animations with ICI location
output locations and compared these to our expected results.

For buffer sizes, we tested exclusion distances from 1 to
120 km. We found that buffer sizes over 30 km excluded too
many events, and sizes smaller than this generally included too
many ‘attached’ events or events likely to have been forced by
propagating outflow boundaries. Our longevity threshold was
tested with values between 0 and 120 min and similarly we found
a 30 min threshold was ideal for the purposes of our study. A
30 min threshold has also been employed by recent studies to
avoid considering noise or ‘failed storms’ as a qualifying event
(Weckwerth et al, 2011; Kain et al, 2013; Burghardt et al, 2014;
Clark et al, 2014; Lock and Houston, 2014). For our reflectivity
threshold, we tested values between 30 and 50 dBZ and found 40
dBZ to be ideal in reducing artefacts in the accumulated grid maps.
This threshold is also an established value for depicting regions
of convection in radar images (Davini et al, 2011; Ashley et al,
2012; Fabry and Cazenave, 2014). In summary, we used TDOs to
build the two-dimensional (x,y) evolution of each cell through
time, requiring that qualifying events must meet or exceed a 40
dBZ threshold, their location must be greater than 30 km from
existing convection, and the initial cluster of convectively active
pixels must develop into a storm that lasts at least 30 min.

3.3.2. Procedure

The TDO algorithm was run on a set of radar images with
timestamps that occurred on Atlanta MT days between May and

September from 1997 to 2013. We defined the MT day as starting
at 1200 UTC on the SSC date to 1159 UTC on the day after the
SSC date. For example, if 2 May 2012 was classified as an MT day,
we gathered all available radar images between 1200 UTC on 2
May 2012 and 1159 UTC on 3 May 2012. This was done to include
the entire diurnal ‘convective cycle’ in the analysis. The algorithm
operated on a moving window of a set of eight images. This was
sufficient to determine areas of existing convection, locations of
new, independent convection and to follow the development of
convection for half an hour.

Our ICI detection process (Figure 2) was run on eight
temporally contiguous images at a time. The first image (a) in
the eight-scan run is used to identify existing convectively active
(≥40 dBZ) pixels (b), and around these pixels a 30 km buffer
is created (c). Convectively active pixels from the second image
(d) are identified (e), and if any of these pixels are within the 30 km
buffer (f), they are removed (g). Convectively active pixels for the
next six images are identified (h) and are ‘stacked’ sequentially
(i). The isolated, new, convectively active pixels layer from the
second image (g) is inserted at the bottom of the stack and
three-dimensional, 26 connected neighbourhoods clustering on
the seven-scan stack (j) is performed. Finally, for every qualifying
TDO (k), the centroid of the oldest (e.g. the bottom layer) two-
dimensional convectively active cluster is calculated and the date,
time, latitude, longitude and 700 hPa wind associated with that
ICI event are stored and used for conducting spatial analyses. We
see many other clusters can exist (l) but most were associated
with ongoing convective clusters or those that initiated after the
second image (d).

4. Results

4.1. Overview

Overall, 25 995 ICI events were detected in the study area between
May and September for the 17-year period (Figure 3). On average,
the study area experiences 1530 ICI events per year on MT days,
with a minimum of 759 events in 1999 and a maximum of 3037
in 2010. The study region averages 28 ICI events per MT day
(henceforth, ICI day−1), with a minimum of 19.0 ICI day−1 in
1999 and a maximum of 36.2 ICI day−1 in 2006 (Figure 4). These
results are comparable in magnitude to other reported findings
for similarly sized study areas: namely Frye and Mote (2010) and
Davini et al (2011) who recorded approximately 9 ICI day−1 and
16 ICI day−1, respectively. The most prolific ICI-producing day
in the study area coincided with the disastrous northern Georgia
flooding described in Shepherd et al (2011) when 109 ICI events
occurred between 1200 UTC on 20 September 2009 and 1200
UTC on 21 September 2009. Nearly record-breaking precipitable
water values, moderate convective available potential energy, and
favourable low- and mid-level winds supportive of training and
redevelopment of convective cells were in place during this case
(Shepherd et al, 2011).

June and July are the most active months of the warm season
with a mean of 15.6 and 14.7 ICI day−1, respectively. Similarly,
existing lightning and thunderstorm climatologies have illustrated
convective activity maximizes in July in the southeast United
States (Hodanish et al, 1997; Geerts, 1998; Changnon, 2001;
Dixon and Mote, 2003; Hill et al, 2010). Further, visual inspection
of ICI event density maps suggest that, relative to the study area,
the strongest urban signal occurs in July (Figure 5). Diurnally,
ICI event counts begin to increase between 1500 and 1700 UTC
and reach a maximum during the 2000 UTC hour (Figure 6).
After 2000 UTC, the study region experiences a sharp decrease
in ICI events until a minimum is reached at 1400 UTC. During
the warm season, some parts of the United States, including
the Southeast and Colorado Front Range, experience a ‘peaked’
diurnal cycle of convection in which thunderstorm activity sharply
increases during the late morning, maximizes in the afternoon,
and decreases overnight (Carbone and Tuttle, 2008). In the
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Figure 2. (a)–(l) Schematic of the process used in this study to detect isolated, persisting, convective initiation events.

Southeast, this is thought to be due to the local (mesoscale)
nature of convective forcing and the sensitivity of convective
development to diurnal heating during the warm-season months
(Carbone and Tuttle, 2008). Our results show that ICI occurrence
is also tied to this ‘peaked’ pattern in convective activity and
analogous temporal ICI analyses have presented similar results
(Davini et al, 2011; Weckwerth et al, 2011).

For the 40 km inner buffer delineating Atlanta, ICI day−1

ranged from less than 1 in 1999 to 2.7 in 2003. On average,
Atlanta experiences 1.8 ICI day−1, in contrast to 1.7 ICI day−1 for
the control area (Figure 4). At 2.2 ICI day−1, July is the most active
month for Atlanta with a seasonal maximum in CI point density
over the urban area (Figure 5). Although the ICI day−1 counts
are comparable between the two regions, Atlanta experiences a
markedly different diurnal cycle compared to the control region
(Figure 6). The divergence occurs when the late morning increase
in ICI events for Atlanta begins to level out between 1700 and
1900 UTC. In contrast, ICI counts for the control region increase
steadily until 2000 UTC. Thereafter, ICI occurrences for Atlanta
increase after 2000 UTC and remain steady until 2300 UTC
while the control region experiences decreasing ICI occurrences
after 2000 UTC. Specifically, Atlanta experienced 126% more ICI
events than the control region between 2000 and 0100 UTC for
the period of record.

4.2. ICI count comparisons between regions

We first generated 2, 4, 6, 8 and 16 km grids for the study
area to determine the various distributions of ICI counts per
grid cell. For smaller grid cell sizes, there were numerous cells
with counts of zeros or ones which produced an exponential
distribution. As grid cell size increased, a log-normal distribution
of ICI counts became apparent. We ultimately chose 8 km grid
cells as a compromise between fine resolution and a near-normal
distribution of ICI counts per cell. However, due to the non-
normal distribution of the counts, a non-parametric statistical
test (i.e. Mann–Whitney U: Mann and Whitney, 1947) was
employed with an alpha value of 0.05. For each comparison, we
report the U-statistic (U) and the p-value (p). One caveat of
using the Mann-Whitney U test for this study is that the grid
cell values may not be independent and, as a result, the reported
p-values may be lower than what they should be. We employed
two approaches to minimize dependence: (i) only consider the
ICI event centroid when generating the climatology, and (ii) ICI
events could not occur within 30 km of another event at the same
time. However, these considerations do not completely eliminate
the issue of grid cell dependence. Thus, further comparisons are
made between these results, visual analyses, and Local Indicators
of Spatial Association (LISA: Anselin, 1995) analysis maps because
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(a)
(A)

(B)

(c)

(b)

(d)

Figure 3. (A) 1 km ICI point density in 30 km neighbourhoods for the study area
during the period of record (moist tropical days, May–September, 1997–2013).
Buffer (a) and (b) represent the 80 km buffers centred on the control region and
Atlanta (respectively) and buffer (c) and (d) are the 40 km ‘urban’ buffers for the
control and Atlanta (respectively). The ‘+’ denotes the centroids of three areas
with the highest regional ICI point density. These areas are, from north to south:
the Appalachian Mountains, the northeast loop of Atlanta, and the Pine Mountain
in central Georgia. (B) LISA analysis showing significant high ICI count clustering
(darker squares) and significant low ICI count clustering (lighter squares) per
8 km grid cell.

of the spatial autocorrelation that may exist in samples of spatially
gridded values. LISA measures local spatial autocorrelation and is
useful for determining the significance of local spatial clustering
of high and low values in a regional context.

Overall, mean ICI count per grid cell was significantly
(U = 7337, p < 0.001) higher for the 8 km urban grids (mean:
21.7) compared to the rural grids (mean: 18.7) for the buffers

centred on Atlanta. In comparison, the control region west of the
city experienced a mean ICI count per grid cell of 19.8 for the
urban and rural surrogate buffers. June (urban: 3.6, rural: 3.1),
July (urban: 6.6, rural: 5.6), and August (urban: 6.3, rural: 5.3) all
produced significantly (Ujune = 9393, pjune = 0.04; Ujuly = 8684,
pjuly = 0.004; Uaugust = 8473, paugust = 0.002) higher mean ICI
count per grid cell ICI event density over Atlanta than the
surrounding rural region. ICI event density maps and LISA
analysis also suggest that a significant local maximum exists
within the inner 40 km buffer centred on Atlanta overall and,
specifically, during the months of June, July and August. These
results prompted further statistical and visual investigation of the
spatio-temporal nature of ICI events for the two regions.

4.2.1. Hourly analysis

To assess what times of the day, if any, produced significant
urban/rural differences, ICI counts per grid cell were calculated
for eight 3 h subsets (i.e. 1200–1500, 1500–1800 UTC, and so on).
Using the buffers in Figure 1, comparisons were made between
counts per 8 km urban and rural grid cells to determine what
time periods produce significantly more ICI events over the city
compared to the surrounding rural land. Both periods between
2100 and 0300 UTC produced significantly (U2100 – 0000 = 5731,
p2100 – 0000 < 0.001; U0000 – 0300 = 8697, p0000 – 0300 = 0.004) more
ICI events within the urban grids for the Atlanta buffer. Although
the overall urban/rural difference is stronger than for this specific
period, the contributions from each subset other than the two
periods between 2100 and 0300 UTC are not significant on their
own. For the control region, there was no significant difference
between the urban and rural ICI counts for the overall period of
record or any 3 h period (Figure 7).

A visual inspection of study area ICI development between
1200 and 2100 UTC revealed a relationship between higher
ICI occurrence and areas of higher elevation. Specifically,
the southern portions of the Blue Ridge Mountains and the
Cumberland Plateau in northern Georgia and northeastern
Alabama, respectively, as well as the Pine Ridge Mountain in
west-central Georgia are associated with regional maxima in ICI
event density (Figure 7(a–c)). Similar results were found during
the Convective and Orographically-induced Precipitation Study
(Wulfmeyer et al, 2011) – –particularly, convective initiation
was found to occur earlier in the day over areas with higher
elevation compared to those with lower elevation (Weckwerth
et al, 2011). A marked increase in ICI occurrence then takes
place over northern Atlanta between 2100 and 0000 UTC (d),
which then shifts to the southern and eastern portions of the
city by 0000–0300 UTC (e). This regional maximum over the
city largely dissipates after 0300 UTC (f–h), at which time areas

Figure 4. Yearly ICI counts per moist tropical day for the study region (dark line, left y-axis), the 40 km Atlanta buffer (darker bars, right y-axis) and control buffer
(lighter bars, right y-axis).
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Figure 5. 1 km ICI density for 30 km neighbourhoods during moist tropical days for each month (1997–2013), (a) May to (e) September, respectively.

Figure 6. The count of ICI events during moist tropical days per hour (UTC) for the study region (dark line, left y-axis), the 40 km Atlanta buffer (darker bars, right
y-axis) and control buffer (lighter bars, right y-axis).

of higher elevation again experience regional maxima in ICI
occurrence. These results suggest that developed land use induces
convection primarily during a 6 h period in the late afternoon
and early evening during synoptically benign days. However, since
Atlanta is situated in a region with complex terrain, the potential
effects of mountain/valley circulations on the ICI climatology

cannot be ignored. For example, Svoma (2010) reported that
the nocturnal maximum in convective activity over an urban
area near complex terrain (i.e. Phoenix, AZ) could be influenced
by high and low elevation interactions that are independent of
any urban contributions to convective enhancement. Since ICI
activity peaks over areas of higher terrain earlier in the day (b,c),
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Figure 7. 1 km ICI density for 30 km neighbourhoods during moist tropical days, May–September (1997–2013), between the hours of (a) 1200–1500 UTC,
(b) 1500–1800 UTC, (c) 1800–2100 UTC, (d) 2100–0000 UTC, (e) 0000–0300 UTC, (f) 0300–0600 UTC, (g) 0600–0900 UTC, and (h) 0900–1200 UTC.

it is possible that convective activity over these regions may have
an effect on the timing and placement of ICI events later in the
day. In the following sections, we present evidence that day of the
week and prevailing wind direction also have an influence on the
spatial distribution of ICI occurrence, but only around the city
and not the control region. These results support the hypothesis
that urbanisation associated with Atlanta is a dominant forcing
mechanism for convective activity in the region.

Although our results differ from the only previous work on
CI around Atlanta (i.e. Dixon and Mote, 2003), Shepherd (2004)
has suggested that the procedure employed by that study to
detect urban initiated thunderstorm events may be too restrictive

by disqualifying cases due to ongoing regional convection,
especially during the afternoon. Our study approached the issue
of convective contamination by assuring new cells were relatively
isolated on an objective case-by-case basis, which permitted more
daytime ICI events to be included. As a result, the timing of the
maximum urban effect on ICI occurrences more closely resem-
bles the timing of maximum thunderstorm occurrence reported
in existing regional radar climatologies (e.g. Mote et al, 2007;
Parker and Ahijevych, 2007; Carbone and Tuttle, 2008). The late
afternoon might represent an optimal combination of instability
and differential heating as the rural areas surrounding Atlanta
cool. Future observational and modelling studies may be needed

c© 2014 Royal Meteorological Society Q. J. R. Meteorol. Soc. 141: 663–675 (2015)



Urbanisation and Thunderstorm Initiation 671

Figure 8. (a,b) Cumulative probability density plots for normalized moist tropical weekend (dotted) and weekday (solid) ICI counts per 8 km grid for (a) Atlanta
and (b) the control. (c,d) LISA spatial autocorrelation analysis maps for (c) weekdays and (d) weekends using an inverse squared distance search approach. Darker
(lighter) squares represent significant high (low) value clustering relative to the overall study area counts per 8 km grid cell.

to explore combinations of ingredients related to forcing ICI
over Atlanta.

4.2.2. Weekend/weekday analysis

Ambient aerosol levels have been measured in higher quantities
during the week compared to the weekend in and near highly
developed areas (Tao et al, 2012). Existing studies have used this
to their advantage when designing methods to test the impacts of
urban aerosols on precipitation. Specifically, precipitation rates
on weekdays have been compared to weekends to explore this
relationship (e.g. Cerveny and Balling, 1998; Bell et al, 2008;
Svoma and Balling, 2009; Tuttle and Carbone, 2011; Stallins et al,
2013). To assess the potential impact of urban-related aerosols
on ICI over and near Atlanta, we compared ICI counts on the
weekends and weekdays for urban grid cells in the Atlanta and
the control buffers. We defined weekday ICI events as events that
occurred between 1200 UTC on Monday morning and 1159 UTC
on Saturday morning, whereas all other events were considered
weekend events. Weekday (weekend) ICI events were aggregated
to 8 km grids and normalized by dividing ICI counts per grid
by 5 (2).

There was no significant (U = 2779, p = 0.17) difference
between weekend and weekday counts for the control (Figure 8).
In contrast, Atlanta had significantly (U = 1905, p < 0.001)
more ICI events on weekdays than at the weekend (a,b),
with the highest mean ICI count per 8 km grid occurring on
Tuesday (mean: 3.6) and Wednesday (mean: 3.2) and the lowest
occurring on Saturday (mean: 2.8) and Sunday (mean: 2.4).
Tuesday and Wednesday alone had significantly (U = 1833,
p < 0.001) greater ICI counts per grid cell than did the rest of
the week. The LISA results also support these findings with more
grid cells exhibiting significant high-value clustering within the

40 km inner buffer centred on Atlanta on weekdays compared to
weekends (c,d).

Although large-scale studies of the southeast United States
have found evidence of a midweek increase in precipitation
thought to be caused by anthropogenic aerosols (Bell et al, 2008;
Tuttle and Carbone, 2011; Stallins et al, 2013), modelling studies
have concluded that ICI occurrence should not be modified by
higher or lower ambient aerosol levels (van den Heever and
Cotton, 2007). Despite the fact warm-rain processes are thought
to be delayed or inhibited by an increased amount of cloud
condensation nuclei (CCN: Tao et al, 2012), longevity, updraught
strength and electrification can all be enhanced by higher ambient
aerosol levels (van den Heever and Cotton, 2007; Tao et al, 2012).
Further, when storms reach the intensity required by this study
(i.e. 40 dBZ), they may have existed as a vertically developed cloud
for a half an hour or more (Roberts and Rutledge, 2003; Lock and
Houston, 2014). Thus, it is possible that eventual thunderstorms
develop on the upwind edges of Atlanta’s urban land use and
then begin to interact with increasing levels of aerosols as they
move downwind of the city. Ultimately, this would allow for
storms to last longer and produce taller and stronger updraughts,
which would make aerosol-modified storms more likely to be
associated with ICI as defined in our study. Our results suggest that
although the effects of convergence and instability provided by the
UHI and increased surface roughness are important in initiating
storms, aerosols emanating from the city can encourage ICI in
events where the incipient storm might have otherwise dissipated.
Although this indicates that higher ambient aerosol levels increase
the likelihood of ICI, our understanding of this relationship is still
weak (Tuttle and Carbone, 2011), and disagreement still exists in
the literature (e.g. Rosenfeld, 2000; Kaufmann et al, 2007; van den
Heever and Cotton, 2007; Bell et al, 2008; Koren et al, 2008; Lacke
et al, 2009; Coquillat et al, 2012; Diem, 2013; Stallins et al, 2013).
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Figure 9. 1 km ICI density in a 30 km neighbourhood (moist tropical days, May–September, 1997–2013) in the 80 km Atlanta buffer during moist tropical days
when 700 hPa winds were from the (a) northwest, (b) north, (c) northeast, (d) west, (e) overall, (f) east, (g) southwest, (h) south, and (i) southeast. The arrows
represent the direction of winds at 700 hPa for each circle.

4.2.3. Steering wind analysis

We then examined the impact of particular wind regimes on
the spatial distribution of ICI counts per grid cell. To do this,
the 80 km Atlanta and control region buffers were divided
into two halves along a line perpendicular to eight different
steering wind directions (i.e. 700 hPa: Rose et al, 2008; Hand and
Shepherd, 2009; Ganeshan et al, 2013), and 8 km grids with ICI
counts during days with particular 700 hPa wind directions were
separated into upwind and downwind groups. Rather than using
the climatological mean wind direction, this approach allowed
us to approximate the probable movement of storms in the area
on an event-by-event basis (Rose et al 2008; Niyogi et al, 2011).
Mean wind speed at 700 hPa during ICI events was approximately
7.7 m s−1 and did not differ greatly between the wind directions
we tested.

Overall, there were significantly (U = 713 888, p < 0.001)
more ICI occurrences per grid cell for downwind regions
compared to upwind regions in the Atlanta buffer. Statistical
tests also revealed that there were significantly higher ICI
counts in downwind regions, relative to Atlanta, during days
with north (U = 8814, p < 0.001), northeast (U = 10 256,
p = 0.008), northwest (U = 10 421, p = 0.016) and southwest

winds (U = 10 478, p = 0.019) at 700 hPa. A visual inspection
of the ICI point density analysis for the Atlanta buffer supports
these statistical findings (Figure 9). In particular, a noticeable
visual signal was evident on all three of the wind directions
with a northerly component (a,b,c), with a weaker relationship
for south and southwest winds (g,h). West winds (d) produced a
point density maximum slightly east of the overall maximum, and
east and southeast winds produced maxima seemingly unrelated
to wind direction. In contrast, no noticeable signal was evident in
the point density analysis for the control buffer.

Although this is the first climatological depiction of the effect
of prevailing wind direction on the location of ICI relative to a
large urban area, numerical approaches have presented evidence
that locations downwind of a large city should be favoured
regions for thunderstorm initiation (Baik et al, 2001, 2007; Han
et al, 2012). Observationally, Niyogi et al (2011) found that
downwind areas relative to Indianapolis experienced significantly
smaller thunderstorm cell size (a climatological proxy for favoured
convective initiation locations) than upwind areas. These findings
also contribute to the understanding of studies that have noted a
downwind maximum in radar-derived rainfall totals and lightning
occurrence relative to the urban area (Shepherd et al, 2002; Burian
and Shepherd, 2005; Rose et al, 2008; Hand and Shepherd, 2009)
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and naturally occurring boundaries such as those associated with
spatial discontinuities in soil moisture and vegetation (Taylor
et al, 2007, 2010; Garcia-Carreras et al, 2010; Garcia-Carreras and
Parker, 2011). Namely, we provide evidence that the development
of new cells, along with urban enhancement and bifurcation of
existing cells (e.g. Bornstein and Lin, 2000) contribute to the
downwind convective precipitation maximum relative to urban
areas.

5. Conclusions

Parker and Knievel (2005) noted that as the size of radar data
repositories increase with time, even subtle patterns in these data
could be revealed as significant. Since then, a number of studies
have employed radar data to examine billions of samples of high-
resolution instantaneous rainfall rates and uncover previously
unobserved rainfall patterns. A subset of these works have
used these data to explore the link between developed land
use and convective activity (e.g. Mote et al, 2007; Bentley et al,
2010, 2012; Ashley et al, 2012; Stallins et al, 2012). This study
extends those endeavours and reveals the relationship between
independent, convective initiation events and developed land-use
morphologies.
A specific algorithm was developed to detect ICI, a phenomenon
that is difficult to quantitatively define. Through exploratory
analysis and a detailed survey of the existing literature, the
procedure was developed, tested and utilized in one of the first
objective climatological analyses of ICI events. The output from
this algorithm was then used to explore the spatio-temporal nature
of ICI in and around Atlanta, as well as a nearby rural control.
The strongest signal revealed by this study was the late afternoon
maximum in ICI occurrences over and downwind of Atlanta. The
most obvious implication of this finding is that commuters in and
around Atlanta may be exposed to sudden-onset thunderstorm
hazards during the evening rush hour. Quickly deteriorating
conditions associated with independent ICI could catch drivers
unaware as roadways could become slick or flooded quickly,
as was the case in September 2009 (Shepherd et al, 2011). The
time of maximum ICI occurrences for Atlanta also coincides
with after-work and after-school activities – many of which take
place outside. This leads to an enhanced risk of exposure to
sudden thunderstorm hazards, such as strong winds or lightning
(Stallins, 2002), for vulnerable populations that may have limited
or no quick access to shelter. Residents and meteorologists in
Atlanta and other similar urban environments could use the
results presented to increase awareness of the nature of hazards
associated with thunderstorms (Stallins, 2004; Stewart et al, 2004).

Finally, a weekday/weekend dichotomy in ICI occurrences was
revealed for Atlanta – namely that the city and adjacent regions
experienced significantly higher normalized ICI counts during the
week compared to the weekend. Although the existing literature
related to aerosol effects on precipitation report diverse results
(Tuttle and Carbone, 2011; Tao et al, 2012), the findings of
this study could help direct future observational and modelling
studies. Specifically, a more in-depth, and possibly day-by-
day, analysis with observations of ambient levels of various-
sized aerosols could be performed to uncover more specific
relationships between aerosols and ICI. Future studies could also
look at the impact of higher and lower reflectivity thresholds (e.g.
30, 50 dBZ) to see if more intense storms are occurring during
weekdays compared to the weekend over Atlanta.
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